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Abstract
Objective. Understanding and differentiating brain states is an important task in the field of
cognitive neuroscience with applications in health diagnostics, such as detecting neurotypical
development vs. autism spectrum or coma/vegetative state vs. locked-in state.
Electroencephalography (EEG) analysis is a particularly useful tool for this task as EEG data can
detect millisecond-level changes in brain activity across a range of frequencies in a non-invasive
and relatively inexpensive fashion. The goal of this study is to apply machine learning methods to
EEG data in order to classify visual language comprehension across multiple participants.
Approach. 26-channel EEG was recorded for 24 Deaf participants while they watched videos of sign
language sentences played in time-direct and time-reverse formats to simulate interpretable vs.
uninterpretable sign language, respectively. Sparse optimal scoring (SOS) was applied to EEG data
in order to classify which type of video a participant was watching, time-direct or time-reversed.
The use of SOS also served to reduce the dimensionality of the features to improve model
interpretability.Main results. The analysis of frequency-domain EEG data resulted in an average
out-of-sample classification accuracy of 98.89%, which was far superior to the time-domain
analysis. This high classification accuracy suggests this model can accurately identify common
neural responses to visual linguistic stimuli. Significance. The significance of this work is in
determining necessary and sufficient neural features for classifying the high-level neural process of
visual language comprehension across multiple participants.

1. Introduction

The goal of cognitive neuroscience is to describe in
a mechanistic model the human ability for perceiving
sensory signal, andmanipulating it as input for higher
cognition. To understand the interaction of percep-
tion and cognition, and predict the behavioral out-
come that results from the two, is the ultimate chal-
lenge of the field. Within this long-term goal, a more
specific task of classifying human brain states based
on neural data has been tackled using multiple meth-
ods. Electroencephalography (EEG) data has been
particularly useful for this purpose, as it provides
high temporal resolution, capturingmillisecond-level
changes in brain activity across a range of frequencies.

It is also non-invasive and relatively cheap to col-
lect, as compared to other neuroimaging modalit-
ies. However, the challenge of interpreting neural
signals—i.e. connecting the dynamics in the data
with specific brain states and cognitive processing—
remains a complex problem.

Multiple EEG-data-based analyses relied on
machine learning approaches to help interpret the
functionality of brain states in the data [1]. Achiev-
ing robust classification of EEG data across popu-
lations or tasks could yield critical information for
use in health applications (e.g. early, non-invasive
diagnostics), and to understanding functional signi-
ficance of specific features of brain activity in BCI
applications. To situate the present study within the
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body of EEG classification research, we first briefly
review the approaches toward EEGdata classification.

1.1. Classification targets
The goals of classification can differ substantially
between studies, and theoretical understanding of
differences in brain states is often the grounds for
methods selection. One frequently posed goal is that
of differentiating between populations on the basis of
patient EEG with the purpose of health diagnostics,
e.g. for early detection of Autism SpectrumDisorders
in young children; Parkinsons’s or Alzheimer’s in eld-
erly patients; or attempting to differentiate between
coma/vegetative state vs. locked-in states using indi-
vidual brain activity, cf [2–4]. A substantial body of
work also attempts to classify brain states as being
related to specific tasks in higher cognition, either
within a single individual (e.g. for BCI applications
for locked-in patients), or, more generally, in neuro-
typical participants as they engage in a specific task
(e.g. as experiencing a specific emotion, viewing/l-
istening to a specific type of stimulus, performing
under increased mental workload), or assume non-
intentional states, such as seizure onset, or sleep stages
[1]. Among the types of tasks that focus on identi-
fying higher-level cognitive processes, detection of
language comprehension is of special importance in
health research. To give one example, patients in a
medically induced coma, or are in a minimally con-
scious state (MCS) who are incapable of provid-
ing overt responses, often demonstrate changes in
neural activity in response to verbal prompts. Cruse
et al [5] detected significant sensorimotor activations
in neural activity of 19% of the participants in min-
imally conscious states, suggesting that the patients
could process language. Coleman et al [6] demon-
strated that a subset of patients fulfilling the behavi-
oural criteria for the vegetative state retained islands
of preserved cognitive function, as identified by EEG
data. Classifying features of neural activity character-
istic of comprehending language would be critical for
health applications, as EEG can be easily recorded at
bedside and does not depend on explicit cooperation
of the patient. Depending on the goal of classifica-
tion, a variety of EEG-based inputs can be used in the
analysis, from raw EEG signal, to calculated features
(e.g. ERPs/evoked response potentials—deviations at
the specific time in response to specific stimuli), or
spectrotemporal parameters of the data [1, 7, 8].
Frequency-domain EEG data especially can charac-
terize differences between brain states that appear
similar in the time domain [9], but are associatedwith
objective differences in behavior.

1.2. Visual communication/comprehension as
classification target
When people listen to speech, neural activity tracks
the entropy fluctuation in the acoustic envelope of

the signal [10, 11]. For spoken languages, the abil-
ity for this sensory signal-based entrainment has been
identified as the basis of speech parsing and compre-
hension [12]. At the same time, humans rely on the
visual system as the primary source for early concep-
tual feature development, and fundamental cognitive
processes, as scene/event segmentation [13].Machine
learning approaches such as support vector machines
(SVM) and decision trees have been previously suc-
cessfully applied for Parkinson’s disease detection/
classification, based on spectral EEG during visual
stimulation [4]. Sign languages, which rely on visual
signal in information transfer, also rely on entropy
of the visual signal [14, 15]. Specifically, sign lan-
guage communication has higher Shannon entropy
in the signal [16, 17], as compared to non-linguistic
human motion. Building on our understanding of
signers’ sensitivity to entropy of the information-
bearing visual signal, we tracked the cortical dynamics
of comprehension in the visualmodality using optical
flowmeasures in the visual signal. In order to focus on
the higher cognitive task of language processing, we
controlled for lower-level perceptual (i.e. spectrotem-
poral) features of the stimuli by using the same videos
reversed in time as control condition, and eliciting
overt behavioral judgements of their interpretabil-
ity from participants. We then used peak coherence
between the visual entropy dynamics of the stimuli,
and individual EEG, to classify EEG segments into
‘comprehension’ and ‘no comprehension’.

1.3. Machine learning approaches for classification
Classification is a classical supervised learning
task with many well-established heuristics for
the task, including but certainly not limited to
nearest neighbors and centroids methods, dis-
criminant analysis, support vector machines,
Bayesian methods, perceptron methods, gener-
ative additive and tree models, logistic regres-
sion, as well as convolutional neural networks
and other deep learning approaches; Hastie et al
[18] provides an excellent summary of classical
approaches while the surveys [19, 20] provide
an introduction to deep learning approaches for
classification.

We use sparse discriminant analysis as the found-
ation of our classification process due to the increased
interpretability of discriminative models over other
classicalmethods. Linear discriminant analysis (LDA)
can be thought of as a supervised variant of principal
component analysis (PCA). Instead of mapping the
data to a lower dimensional space where the coordin-
ate axes align with the directions of maximum vari-
ance, as in PCA, we want to find a projection onto
a lower dimensional space where the linear separab-
ility between different classes in the training data is
maximized.We do so by identifying a subspace where
the ratio of the spread between projected class means
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and total variance within projected classes is maxim-
ized. The basis vectors for this subspace, called dis-
criminant vectors, provide one means of interpret-
ing the data: the discriminant vectors indicate the
directions in the original feature space in which the
classes differ most significantly. By adding a sparsity
inducing penalty function to the chosen optimiza-
tion model for LDA, we can add a second source
of interpretability via feature selection. In this case,
many of the features of the calculated discrimin-
ant vectors are zero; the remaining nonzero entries
reveal which features are significant for distinguishing
between classes. We discuss the application of sparse
linear discriminant analysis, via the SOS criterion, in
section 2.5.1; a detailed summary of linear discrim-
inant analysis can be found in [18, section 4.3] and
more information about sparse discriminant analysis
can be found in [21, section 8.4], as well as the found-
ational works [22–27].

1.4. Significance
The significance of the present work is in isolating
features of neural response that are necessary and
sufficient for classification of high-level neural pro-
cess of language comprehension across multiple par-
ticipants. The oscillatory response features revealed
by successful classification are promising as biomark-
ers to elucidate the underlying neurophysiology of
language comprehension, and,more generally, higher
cognition.

2. Methods

This section is organized as follows. Sections 2.1–2.4
outline how the data was collected and processed.
The various classification methods used to analyze
the data are discussed in sections 2.5.1–2.5.3. Spe-
cifically, in section 2.5.1 we discuss the method of
sparse optimal scoring in depth, as it was the primary
method used for our analysis. These classification
methods were applied to two forms of the EEG data,
time-domain and frequency-domain, which are dis-
cussed in sections 2.6.1 and 2.6.2 respectively. Finally,
specific algorithms used for the various classification
methods are given in sections 2.7.1–2.7.3. In particu-
lar, we introduce a novel algorithm for sparse optimal
scoring in section 2.7.2 as our primary algorithmused
in our analysis.

2.1. Participants
24 participants (13 males) aged between 28 and 68
years (M =42.04, SD= 12.27) took part in the exper-
iment. All participants were assessed by a certified
sign language interpreter as proficient users of Aus-
trian Sign Language (ÖGS). All reported normal or
corrected-to-normal vision, and no history of neur-
ological disorders. All procedures were undertaken in
accordance with the Declaration of Helsinki; all parti-
cipants provided informed consent prior to the study,

and were compensated for their time. At the time
of data collection, there was no Institutional Review
Board at the University of Salzburg. Since then, a
University of Salzburg Institutional Review Board has
been established, and the methods described in the
study are covered by an approved protocol Neuro-
physiologische Untersuchung von Sprachverarbeitungs-
und Sprachlernprozessen, Protocol number: EK-GZ:
07/2018. Before the start of the study, each participant
was shown a block of videos to allow for a short prac-
tice in carrying out the task, and clarification in case
of additional questions. Participants were instructed
to avoid excessive motion during the presentation of
the video material, and were allowed breaks between
sets as needed.

2.2. Stimuli and procedures
The stimulus set consisted of 40 videos of full sen-
tences in Austrian Sign Language (ÖGS), which were
produced by a Deaf fluent signer. An illustration of a
stimulus video with still frames is given in figure 1.
Each video was, additionally, time-reversed, resulting
in a video that was uninterpretable in sign language,
but identical to the original video in spectrotemporal
parameters (i.e. luminance, color, vertical and hori-
zontal frequencies, speed of motion). Thus, a total of
80 videos were presented to the participants: 40 were
videos of sign language sentences in time-direct con-
dition, with comprehensible sign language; 40 were
time-reversed videos, with uninterpretable contents.
As distractors, 200 additional videos of meaningful
ÖGS sentences were interspersed with the 80 trial
videos. The duration of videos ranged from 5 to 8 s.
Participants performed a Likert scale judgement task
by rating each video’s acceptability as interpretable
sign language sentence, with 1 meaning ‘this video is
not (interpretable as) sign language’, and 7 meaning
‘very good sign language’.

Before each video presentation, an attentional
fixation crosshatch was presented on the screen for
2000 ms; this was followed by an empty black screen
for 200 ms. Stimulus video was then presented in
the center of the screen. After the video, a green
question mark appeared for 3000 ms, indicating the
time during which participants were asked to rate
the videos on a Likert scale between 1 and 7. Parti-
cipants provided the ratings by a button-press on the
keyboard.

2.3. Data acquisition and pre-processing
26-channel EEG with two additional mastoid chan-
nels was recorded using active electrodes; AFz elec-
trode functioned as the ground. Raw EEG signal was
recorded with a sampling rate of 500 Hz.

For amplifying the EEG signal we used a Brain
Products amplifier (high pass: 0.01 Hz). In addition,
a notch filter of 50Hzwas used, which is themain fre-
quency source in Austria/EU and a potential source of
noise.
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Figure 1. Illustration of sign language video with still frames.

All electrodes were referenced against the elec-
trode on the left mastoid bone. Active electrodes in
the elastic cap (Easy Cap, Herrsching-Breitbrunn,
Germany) were arranged according to the stand-
ards of the 10/10 system (Fz, Cz, Pz, Oz, F3/4,
F7/8, FC1/2, FC5/6, T7/8, C3/4, CP1/2, CP5/6, P3/7,
P4/8, O1/2). Horizontal and vertical eye movements
(HEOG, VEOG) were recorded by additional elec-
trodes at the lateral ocular muscles and above and
below the left eye, respectively; this data was used
for artifact rejection procedure at a later step. Elec-
trode impedances were kept below 5 kΩ throughout
the recording. Time stamps for the start of each trial
were sent by the stimulus presentation computer and
recorded as part of the EEG file.

Following each recording, electrodes were re-
referenced against the mastoid averages in Brain Ana-
lyzer software. The signal was filtered with a band-
pass filter (Butterworth Zero Phase Filters; high pass:
0.1 Hz, 48 dB Oct−1; low pass: 20 Hz, 48 dB Oct−1).
High-pass 0.1 Hz filtering is a standard step in EEG
studies of language and cognition due to the need to
eliminate the slow signal drift [28]. 20 Hz low-pass
filter was chosen in view of the plan to perform cor-
relation analysis between EEG data and optical flow
in the video. As the frequencies in the video are lim-
ited by Nyquist frequency, i.e. 30 fps/2 [16], 20 Hz
was selected as a reasonable compromise for low-pass
threshold for EEG filtering. The signal was further
corrected for ocular artifacts by theGratton andColes
method [29], and screened for artifacts using min-
imal/maximal amplitude thresholds at −75/+75 µV.
EEG was segmented into epochs from the onsets of
video to 5 s following the onset, such that only neural
responses to ongoing video stimuli were used. This
resulted in time-series data consisting of 5000 time
points per channel for each stimulus video.

2.4. Calculation of optical flow and EEG coherence
to optical flow
We quantified the signal in each stimulus video,
which are the time-direct and time-reversed videos
fully described in section 2.2, using changes of
optical flow acrossmultiple visual frequencies in time.
Optical flow of a video frame is the distribution of

apparent velocities of objects in an image. To com-
pute optical flow, a velocity vector (in pixels/frame)
is found for each pixel, based on how fast and in
which direction the feature shown in that pixel has
moved from the frame before. Optical flow for each
video was determined using the MathWorks’ MAT-
LAB vision toolbox optical flow function. This func-
tion was utilized to compare each video frame with
the prior frame using Horn–Schunck method [30].
This resulted in an output matrix of size equal to the
input video frame. Each element of the matrix identi-
fied the magnitude of optical flow velocity (pixels per
frame) between the two frames for each correspond-
ing pixel in the video. An optical flow histogram (i.e.
a velocity spectrum) was then created for each video
frame. The amplitudes across all velocity bins for each
frame were added to calculate an integrated mag-
nitude of optical flow for each frame, thereby generat-
ing an optical flow time-series [16]. The power spec-
tral density (PSD) of optical flow per frame was cal-
culated using MATLAB’s ‘pwelch’ PSD estimate. This
produced a single measure of power spectral density
dynamics for each frame of the video (30 fps).

This measure was then linearly regressed against
EEG signal of each participant, and peak cross-
correlation frequency between visual stimuli and EEG
was extracted for each video and each participant’s
every channel in the EEG data. To do this, coherence
was calculated between the optical flow time-series
of each stimulus video and the EEG in every elec-
trode for each participant. To compute coherence at
a given frequency (with the frequencies ranging from
0.04 Hz to 12.4 Hz in 0.2 Hz bins, as limited by the
30 fps recording rate of the video), both time-series
were first filtered at that frequency using a second-
order IIR bandpass filter. The cross-correlation was
then calculated using canonical component analysis
of MATLAB NoiseTools toolbox (cf [31]). Peak cor-
relation was then extracted for each frequency for
each electrode, participant, and video. The coherence
was calculated separately for each condition, aver-
aging the response data across videos grouped by
comprehended sign language vs. non-comprehended
reversed videos, for each of the four regions: frontal
(comprising data from electrodes in positions F3, F4,

4



J. Neural Eng. 18 (2021) 026025 L K Ford et al

Fz, FC1, and FC2), left (electrodes C3, FC5, T7, CP1,
CP5), right (C4, FC6, T8, CP2, CP6), posterior (P7,
P8, P3, P4, Pz). This resulted in 62 entrainmentmeas-
ures, one for each 0.2Hz frequency bin, for each of the
four regions.

2.5. Classificationmethods
2.5.1. Sparse optimal scoring (SOS)
We used Sparse Optimal Scoring (SOS) to train a
classifier to predict which type of video each par-
ticipant was watching, either time-direct sign lan-
guage or time-reversed sign language, based on time-
domain and frequency-domain data. SOS is a form
of Linear Discriminant Analysis (LDA), which is a
classical method for performing supervised classi-
fication and dimension reduction. Specifically, LDA
is used to project high-dimensional data to a lower
dimensional space so that spread between data in dif-
ferent classes is maximized while variability within
classes is minimized in the low-dimensional space;
the basis vectors for this low-dimensional space gen-
erated by LDA are called discriminant vectors. We
then perform nearest centroid classification in the
low-dimensional space. Specifically, we first calculate
the projection of each class mean or centroid onto
the span of the discriminant vectors and then assign
any unlabeled data to the class of the closest centroid
following projection onto the span of the discrim-
inant vectors. When the number of training obser-
vations (n) exceeds the number of predictor vari-
ables (p), we can obtain the discriminant vectors by
solving a generalized eigenproblem. Unfortunately,
the change of variables needed to solve this eigen-
problem is undefined in the high-dimensional setting
where p> n.

Classical optimal scoring recasts LDA as a regres-
sion problem using a sequence of scores to transform
the categorical labels into quantitative variables. Spe-
cifically, optimal scoring calculates each discriminant
vector using linear regression, with class scores used
as response variables and scores chosen so that fitting
error in the resulting linear model is minimized. In
order to perform LDA in the high-dimensional set-
ting where p> n, Clemmensen et al [23] impose an
elastic-net penalty on the optimal scoring problem.
When many predictor variables are highly correlated,
similar classification performance can be obtained
using relatively few variables, rather than all pre-
dictor variables; the correlation ensures that inform-
ation from all variables is represented by only a few
variables. It is well-known that the elastic-net pen-
alty induces sparse solutions when applied to linear
regression problems (see [32]); in this case, the use
of the elastic-net penalty ensures that the discrimin-
ant vectors generated by SOS are sparse. This sim-
ultaneously solves the undersampling problem when
p> n, since the number of nonzero predictor mod-
els in the discriminant model is typically much fewer
than n, and yields a more interpretable or explainable

model since only a relatively small number of vari-
ables are used to make classifications.

We calculate the set of discriminant vector and
optimal scoring vector pairs in sequence as follows.
Suppose that the first j discriminant vector pairs
(β1,θ1), (β2,θ2), . . . ,(βj,θj) have been calculated.
We calculate the next pair by solving the following
optimization problem:

minβ,θ ∥Yθ−Xβ∥22 + γβTΩβ+λ∥β∥1

s.t.
1

n
θTYTYθ = 1

θTYTYθℓ = 0, ℓ= 1,2, . . . , j,

(1)

where X is an n× p data matrix consisting of n obser-
vations and p predictors, K is the number of classes,
Y is an n×K indicator matrix for the K classes, θ
is a K-vector of class scores, β is a p-vector of vari-
able coefficients, Ω is a p× p positive definite regu-
larization matrix, and λ and γ are non-negative tun-
ing parameters. The data matrix X is assumed to be
centered and standardized so that

∑n
i=1 xij = 0 and∑n

i=1 x
2
ij = 1 ∀j= 1, . . . ,p. It is easy to see that the

problem when j= 0, i.e. to calculate the first pair, has
a trivial solution given by (β1,θ1) = (0,e), where e
is the all-ones vector in RK. This process is contin-
ued until K discriminant and scoring vector pairs are
obtained (including the trivial solution). The con-
straints imposed on θ ensure that the set of optimal
scoring vectors forms an orthonormal basis for RK

with respect to the inner product defined by ⟨x,y⟩=
1
nx

TYTYy for all x,y ∈ RK. For more information on
the sparse optimal scoring formulation of LDA, see
[23].

In this study, we haveK = 2 classes corresponding
to participants viewing time-direct or time-reversed
videos. The SOS problem simplifies significantly in
this setting. In particular, we need only calculate
one nontrivial solution: (β2,θ2). Moreover, there
are exactly two unit vectors orthogonal to e, both
of which span the same line in R2; when the two
classes contain the same number of training obser-
vations, these are (1,−1)/

√
2 and (−1,1)/

√
2. Thus,

we need only calculate the discriminant vectorβ with
θ chosen to be one of these optimal scoring vectors;
the SOS problem reduces to the following elastic net
regularized linear regression problem in this case:

minβ ∥Y−Xβ∥22 + γβTΩβ+λ∥β∥1. (2)

We delay discussion of numerical methods for solving
this problem until sections 2.7.1 and 2.7.2.

To perform nearest centroid classification in
the two-class setting, we calculate the dot product
between the nontrivial discriminant vector β2 and
the sample mean for each class, µ1 and µ2, to com-
pute the projection of the centroids βT

2µ1 and βT
2µ2

onto the line spanned by β2. For each test obser-
vation x, we obtain a class label by projecting onto
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the span of β2 by β
T
2x; we then assign x to the class

of the nearer of βT
2µ1 and βT

2µ2. In the special case
that the two classes have the same number of training
observations, then the assumption that the data mat-
rix is centered ensures that µ1 =−µ2 and βT

2µ1 =
−βT

2µ2. In this case, we assign x based on the sign
of the projection βT

2x. This leads to a natural inter-
pretation of the contribution of the individual entries
of β2 to the classification process. Recall that the dot
product is defined by

βT
2x=

p∑
i=1

[β2]ixi (3)

i.e. the sum of the products of corresponding entries
ofβ2 and x. Thus, a relatively large positive product of
the form [β2]ixi would contribute heavily to (poten-
tially) classifying x as belonging to one class, while a
large negative value of [β2]ixi would contribute more
significantly towards classification in the other class;
it is important to note that the class score depends on
all summands, and the presence of a single large posit-
ive or negative term is not an indicator of class mem-
bership on its own. The entries of the Hadamard or
entry-wise product β2 ◦ x are defined by

[β2 ◦ x]i = [β2]ixi. (4)

Following the previous argument, the value of each
entry of the Hadamard product can be used to inter-
pret the behaviour of the classifier function defined
by the discriminant vector β2. We will discuss this in
more detail later with specialization to our frequency-
domain analysis.

2.5.2. Support vector machine (SVM)
To test if a classifier which produces a non-linear
decision boundary would performbetter on the time-
domain data than SOS, which produces a linear
decision boundary, we trained classifiers using sup-
port vector machines with a radial kernel and with
a polynomial kernel. The support vector machine
(SVM) is an extension of the support vector classi-
fier which can accommodate non-linear class bound-
aries. For the two-class case, the support vector clas-
sifier generates a separating hyperplane to classify the
observations based on which side of the hyperplane
the observation lies. The hyperplane is chosen tomax-
imize the distance between the observations and the
hyperplane while minimizing the number of obser-
vations that are misclassified. It can be shown that
the support vector classifier can be computed using
only the inner products of the observations, where
the inner product of two observation x1,x2 is given
by ⟨x1,x2⟩=

∑p
j=1[x1]j[x2]j where p is the number of

predictors [33]. The support vector machine extends
this approach to non-linear class boundaries by enlar-
ging the feature space using a generalization of the
inner product called a kernel. The polynomial kernel
is given by

K(x1,x2) =

1+

p∑
j=1

[x1]j[x2]j

d

(5)

where d is a positive integer called the degree [33,
chapter 9]. The radial kernel given by

K(x1,x2) = exp

−γ

p∑
j=1

([x1]j − [x2]j)
2

 (6)

where γ is a positive constant. For more details on
support vector machines, see chapter 9 of [33] and
chapter 12 of [18].

2.5.3. Elastic-net regression
To test if the behavioral responses to the stimuli could
be used to classify the data, we fit a naive model using
elastic-net regression to predict the rating given to
each stimulus video by each participant. Elastic-net
regression uses standard linear regression to predict
a quantitative outcome with an elastic-net penalty
applied to improve the fit and reduce the number
of non-zero predictors in the model. The elastic-net
penalty is given by

γ

p∑
j=1

β2
j +λ

p∑
j=1

|βj| (7)

where p is the number of predictors, βj is the coef-
ficient for the jth predictor, and γ and λ are non-
negative tuning parameters. For more details about
elastic-net regression, see [18, section 3.4] and [18,
section 18.4].

2.6. Data setup
Throughout the remainder of the paper, we useMAT-
LAB to perform the necessary calculations used in the
classification methods, unless otherwise stated.

2.6.1. Time-domain data
To analyze the time-series data using SOS, we used
time and channels as predictors and each video
watched by each participant as observations. In this
way, each observation belonged to one of two classes,
time-direct or time-reversed video. Each of the 24
participants watched 40 time-direct videos and 40
time-reversed videos resulting in 24 · 80= 1920 total
observations. The time-series data for each video
included 5000 time points per video for each of the
26 channels. Using time and all channels as predictors
resulted in 130 000 predictors. In this way, the result-
ing data matrix was 1920× 130 000.

When finding the optimal solution to the SOS
problem, we must calculate a p× p matrix. In this
case, we would require a 130 000× 130 000 mat-
rix which is too large for MATLAB to handle on
most computers without the use of high performance
computing or various parallel computing tools. To
reduce the number of predictors, we averaged every
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10 time points into 1 measurement. This reduced
the number of time points per stimulus video to 500
and the total number of predictors to 13 000. Recall
that the original EEG sampling rate was 500 Hz, as
noted in section 2.3; thus, this averaging resulted in
an equivalent sampling rate of 50 Hz. Note that this
lower sampling rate is still higher than theNyquist fre-
quency for optical flow analysis (15Hz) and the range
of coherence in the frequency domain analysis which
focused on 0.4–12.4 Hz. This smoothed time series
also served to account for minor drift between each
video since each word in each sentencemay not occur
at exactly the same time point in every video.

To analyze the response of different areas of the
brain to each type of condition, we used subsets of
the channels as predictors, in addition to using all
channels as predictors. The four areas studied were
anterior (electrodes F3, F7, FC5, FC1, F4, F8, FC6,
FC2, and Fz), posterior (electrodes O1, Oz, O2, P3,
P7, P4, P8, Pz), left hemisphere (electrodes F3, F7,
FC5, FC1, T7, C3, CP5, CP1, P7, P3, O1), and right
hemisphere (electrodes F4, F8, FC6, FC2, T8, C4,
CP6, CP2, P8, P4, O2). Let cr be the number of chan-
nels used for region r. To construct the data matrix,
we took the 500 time points for a particular video
for each channel used and concatenated them into
a 1× 500cr row vector where components 1,…, 500
correspond to measurements from the first chan-
nel, components 501,…, 1000 correspond to meas-
urements from the second channel, and so on. This
was done for each video and each participant res-
ulting in 1920 row vectors, each consisting of 500cr
predictors.

To ensure all EEG measurements for each parti-
cipant were on the same scale, we first normalized the
measurements for each channel across all 80 videos so
that each channel hadmean 0 and variance 1.We then
averaged every 10 time points and arranged the data
so that we had 1920 row vectors each with 500cr pre-
dictors, as previously mentioned. Finally, the obser-
vations used for each training set were extracted and
the predictors were normalized so that each hadmean
0 and variance 1, in order to meet the assumption for
the SOS problem. The remaining observations were
used for testing, and the testing data set was trans-
formed to be in the same space as the normalized
training data.

2.6.2. Frequency-domain data
To analyze the frequency-domain data using SOS,
we used the coherence values from the 62 frequency
ranges over each of the four regions (frontal, pos-
terior, left, and right) and concatenated them into a
1× 248 row vector where components 1,…, 62 cor-
respond to the frontal region, components 63,…, 124
correspond to the posterior region, components
125,…, 186 correspond to the left hemisphere,
and components 187,…, 248 correspond to the
right hemisphere. In this way, we analyzed the

frequency-domain data from all regions at once.
Recall from section 2.4 that coherence was calcu-
lated separately for each condition, time-direct and
time-reversed. Therefore, each 1× 248 row vector
represents coherence values for a particular con-
dition corresponding to an individual participant.
Hence, there are two vectors of coherence values for
each participant resulting in 48 observations, each
consisting of 248 predictors. The observations used
for each training set were extracted and the predictors
were normalized so that each had mean 0 and vari-
ance 1, in order to meet the assumption for the SOS
problem. The remaining observations were used for
testing, and the testing data set was transformed to be
in the same space as the normalized training data.

2.7. Algorithms
2.7.1. Existing algorithms for SOS
Clemmensen et al [23] proposed a block coordinate
scheme for alternately optimizing the two vectors β
and θ by first fixing β and solving for θ and then
fixing θ and solving for β; this process is repeated
until a maximum number of iterations or stopping
criterion is met. For fixed β, the optimization prob-
lem admits a closed form solution for θ given by [23,
equation (11)]. For fixed θ, the optimal β is found
by solving the generalized elastic-net problem given
by (2). This problem can be solved using the least
angle regression (LARS-EN) algorithm proposed in
[32] or by various proximal methods (ASDA) pro-
posed in [34]. In practice, the accelerated proximal
gradient method proposed in [34] seems to perform
best for medium and large-scale data (p larger than
a few hundred), in terms of both computational effi-
ciency, while LARS-EN performs best for small-scale
data.

2.7.2. The CDlr algorithm for SOS
For this analysis, we used the novel CDlr algorithm
proposed in [35]. It applies a coordinate descent
method for solving (2). This provides several clear
improvements upon the LARS-EN and ASDA meth-
ods when applied to large-scale data. First, CDlr is
more easily parallelizable than LARS-EN and ASDA;
each iteration of CDlr updates a single entry of the
discriminant vector iterate and all updates can be cal-
culated simultaneously, while the arithmetic opera-
tions performed in each iteration of ASDA and LARS-
EN must be performed in series. A parallel version
of CDlr could then be used for future analysis of the
time-domain data in order to analyze all the data
at once without the need for data reduction meth-
ods such as averaging groups of predictors. Second,
the sequences of iterates generated by each method
converge to the same optimal β since this subprob-
lem has a unique optimal solution for each fixed
θ. In practice, the sequence of iterates generated by
CDlr typically have fewer nonzero entries than the
corresponding iterates generated by ASDA; in this
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Algorithm 1. CDlr Algorithm: coordinate descent method for
solving (2)

1: Data: Initial iterate β0

2: Result: Optimal solution β∗

3: Precompute:V= XTYθ, W= XTX
4: while not converged do
5: Choose index j∈ {1, 2,…, p}
6: Z= 2Vj − 2(WT

j β−βj)

7: βj =
sign(Z)max{|Z|−λ,0}

2(γ+1)

8: end while
9: where V j and βj are the jth components of V and β
andWT

j is the jth row ofW

sense, CDlr converges more quickly to a sparse solu-
tion thanASDA and LARS-EN. It is important to note
that we used CDlr over ASDA or LARS-EN due to
the large size of the time-series data in preparation
for applying a parallel version of CDlr in future ana-
lyses. When performing the frequency-domain ana-
lysis, we used CDlr for consistency, although the size
of the frequency-domain data makes it better suited
for use with LARS-EN.

2.7.3. Algorithms used for SVM and elastic-net
regression
We used R version 3.6.2 [36], the e1071 [37], and the
glmnet [38] packages to generate SVMs and elastic-
net models. The function svm() in the e1071 library
was used to generate the SVM models with polyno-
mial and radial kernels, and the tune() function was
used to perform ten-fold cross-validation to select the
best degree and γ for the polynomial and radial ker-
nels, respectively. We used the glmnet() function in
the glmnet package to generate the elastic-net regres-
sion model and the cv.glmnet() function to per-
form ten-fold cross-validation in order to select the
best tuning parameters.

3. Results

3.1. Time-domain
We wish to predict 2 conditions, time-direct sign
language and time-reversed sign language. In this
case, K = 2 and SOS will generate one nontrivial
optimal (θ,β) pair. Each observation in the test set
was projected onto the line spanned by the nontrivial
discriminant vector. This yielded a value indicating
which class the test observation should be assigned. If
the value is less than themidpoint between the projec-
ted values of the two class means then we assign the
observation to the set of time-direct stimuli; other-
wise, we assign the stimulus to the set of time-reversed
stimuli. In the special case that the two classes contain
the same number of training samples, this midpoint
is zero andwe assign an observation to the set of time-
direct stimuli if its projection onto spanβ is negative
and to the set of time-reversed stimuli otherwise. We
then compared the calculated labels with the actual

Table 1. Results from analyzing time-domain data from four
regions of the brain as well as from all regions using SOS.

Region Accuracy Region Accuracy

Posterior 69.01% Left 67.60%
(p= 4000) (p= 5500)
Anterior 63.18% Right 67.60%
(p= 4500) (p= 5500)
All regions 70.05%
(p= 13 000)

condition of the stimuli to determine the accuracy of
our predictions.

To evaluate the performance of the model, we
trained the model on observations from 23 of the 24
participants. That is, 1840 training observations were
used. The remaining 80 observations corresponding
to the remaining participant were used for testing.
This was repeated for all 24 participants, and the res-
ults were averaged across all 24 trials. In this way,
we performed a form of leave-one-out cross valid-
ation with the testing fold consisting of one parti-
cipant. For each trial, we set Ω to be the p× p iden-
tity matrix, λ= 0.06, and γ= 0.24. Recall that the
number of features p is equal to 500 times the num-
ber of channels associated with the used regions; e.g.
for posterior channels we have p= 4000, for anterior
p= 4500, and p= 13 000 if we use all channels. We
terminated the algorithm once a 10−3 suboptimal
solution was found. The results are summarized in
table 1.

To compare the results obtained from applying
SOS to the time-domain data with a classifier which
produces a non-linear decision boundary, we fit a
model using SVM with radial and polynomials ker-
nels. The performance of eachwas evaluated using the
same formof leave-one-out cross validationwith each
testing fold consisting of one participant as was used
with SOS. The cost, γ, and degree parameters were
determined using cross validation. The results are
summarized in table 2. On average, SVM with radial
kernel achieved 50% classification accuracy and SVM
with polynomial kernel achieved 65.3% classification
accuracy. It is important to note that SVMwith radial
kernel classified all testing observations into one class.
Therefore, the 50% classification accuracy is only a
result of having two balanced classes in the testing set.

3.2. Behavioral analysis
Analysis of the behavioral data indicated that only
sentences in the direct video condition were rated
as linguistically acceptable (signing videos accept-
ability M = 5.8, SD = 1.05; reversed videos M =
1.72, SD = 0.76). To evaluate the significance of
the behavioral data to classification performance, we
fit a model using elastic-net regression to predict
the behavioral response rating based on the time-
domain EEG data. We then classified each video as
time-direct if the predicted rating was greater than 4
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Table 2. Results from analyzing time-domain data using SVM
with radial and polynomial kernels and elastic-net regression.

SVM Regression

radial polynomial elastic-net

Average
Accuracy

50% 65.3% 69.67%

Table 3. Results from performing 10-fold cross validation on
frequency-domain data using SOS.

Trial Accuracy Trial Accuracy

1 100% 6 94.44%
2 97.22% 7 100%
3 100% 8 100%
4 100% 9 100%
5 100% 10 97.22%
Average 98.89%

(i.e. acceptable sign language) or time-reverse other-
wise. The performance was evaluated using the same
form of leave-one-out cross validation with each test-
ing fold consisting of one participant, aswas discussed
in section 3.1. For each trial, we set α= 0.2 (the bal-
ancing parameter between lasso and ridge penalty)
and used cross validation to determine the best tuning
parameter λ. The results are summarized in table 2.
On average, this elastic-net model resulted in 69.67%
classification accuracy.

3.3. Frequency-domain
The performance of the model was evaluated using
10 randomized training/testing splits. In this way,
25% of the 48 observations were randomly selec-
ted as the training set and the remaining 75% were
selected as the test set. For each trial we set Ω to be
the 248× 248 identitymatrix, λ= 0.06, and γ= 0.24.
We terminated the algorithm once a 10−3 subop-
timal solution was found. The results are summar-
ized in table 3. On average, the algorithm achieved
98.89% out-of-sample prediction accuracy, which is
less than 1 observation misclassified per trial. Trial 6
resulted in the lowest accuracy with 2 misclassified
observations.

To illustrate the benefit of CDlr over ASDA, we
ran the same trials using the same Ω, λ, γ, and tol-
erance parameters as above on the frequency domain
data with ADMMandAPG and compared the results.
For ADMM we set the augmented Lagrangian para-
meter µ= 5. On average, CDlr and ADMM achieved
the same level of prediction accuracy, while APG
achieved slightly poorer accuracy (although still fewer
than 2 misclassified observations per trial on aver-
age). The average number of nonzero features in the
CDlr discriminant vectors was 9.93% less than for
ADMM and 78.61% less than for APG. The results
are summarized in table 4. It is important to note that
the initial solutions used for APG were already 10−3

suboptimal when given the same parameters as CDlr;
in this case, no subiterations performed. In order for

Table 4. Comparison of APG, ADMM, and CDlr algorithms on
frequency-domain data.

Algorithm APG ADMM CDlr

Average accuracy 96.67% 98.89% 98.89%
Average number of
nonzero features 229.1 54.4 49

APG to perform any further updates to the discrimin-
ant vector, a more strict tolerance or different tuning
parameters are needed.

To visualize how SOS classifies the data, the test
observations are projected onto the optimal discrim-
inant vector with the class boundary indicating how
SOS performs nearest centroid classification. In this
lower dimensional space, the classes should be well
separated. As shown in figure 2, when projected onto
the optimal discriminant vector, β, the 2 classes are
well separated which results in very high prediction
accuracy.

The high prediction accuracy of SOS in classifying
the time-direct vs time-reversed conditions suggests
this model can accurately identify common neural
responses to visual linguistic stimuli. To have a better
understanding of the model over all trials, we take the
average of each β value corresponding to the various
frequencies over all 10 discriminant vectors. To ensure
that no particular trial has more or less impact on
the averages, we normalized each discriminant vec-
tor before computing any averages. Frequencies that
are less informative are represented as zero values in
the original discriminant vector. Therefore, a smal-
ler value (in terms of absolute value) in the aver-
age vector indicates less significance of that frequency
over all the trials. We can then plot the average vec-
tor over the range of frequencies, for each region (see
appendix figure A1). We can also view the impact of
each frequency on the nearest centroid classification
by considering the Hadamard product of the aver-
age coherence value from each condition and each
region with the average discriminant vector for each
region. In terms of magnitude, a larger positive value
would contribute more toward classifying an obser-
vation to the time-reversed class while a larger neg-
ative value would contribute more toward classifying
an observation to the time-direct class. The average
coherence values for each condition and the Hadam-
ard product of coherence with the average discrimin-
ant vector from each region can be found in appendix
figures A2 and A3. In order to view the contribution
of each frequency to the classification, we can plot the
difference in this product between the two conditions
as shown in figure 3.

4. Discussion

The rich dynamics of visual environment in sign lan-
guage delivers sensory input that has entropy-rich
temporal structure [14, 39]. In another linguistic
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Figure 2. Plot of test observations in trial 6 projected onto the SOS optimal discriminant vector.

modality—auditory perceived speech—brain activ-
ity dynamically tracks speech streams using both
low-frequency phase and high-frequency amplitude
fluctuations [40]. The difference is between sensory
and cognitive processing: near auditory cortices (low-
level sensory processing), attention enhances cortical
tracking of attended streams; while in higher-order
regions, the representation appears to become more
‘selective’. In our data, the equivalent would be atten-
ded direct sign language, and unattended (uninter-
pretable) reverse videos.

Prior work has indicated that electrophysiolo-
gical oscillations in human cerebral cortex become
entrained to quasi-periodic fluctuations of visual
movement in sign language [41], with cortical
entrainment peaking at 1 Hz, most robustly over
occipital and central EEG channels. While the res-
ults suggested that signers’ brain entrained to low-
frequency variability in language, lack of a control
condition (i.e a dynamic visual stimuli with spec-
trotemporal properties of signing, such as reversed
signing) did not allow for interpretation that this
entrainment was specific to higher cognition (i.e.
language comprehension), as opposed to sensory
entrainment to the stimuli with spectrotemporal
parameters characteristic of the environment [15].
Investigations of brain rhythms underlying visuospa-
tial selective attention [42] indicated that attention
filters behaviorally relevant stimuli from the stream
of sensory information, while acting as a signal gain,
i.e. biasing processing toward attended stimuli. Sen-
oussi et al [43] further demonstrated that visuospatial
attention reorients periodically at 4 Hz (theta range)
between stimulus locations (attentional explora-
tion), while sampling each location periodically at
11 Hz (alpha) (the latter being an ongoing sensory
sampling rhythm). Mai et al [44] observed significant

effects of EEG power and EEG-acoustic entrainment
at δ and θ bands during sensory-level phonological
processing in speech [44]. Thus, the low-frequency
response seen in present data and other frequency-
domain EEG investigations of sign language [41]
may reflect an equivalent of attentional orientation
to spatiotemporally-familiar stimuli in vision. The
finding of EEG locking to stimulation in the delta
band (1–4 Hz) also suggests a special role for narrow-
band low frequency periodic brain responses. Keitel
et al [42] previously demonstrated that neural activ-
ity continuously reflects stimulus temporal structure,
by assessing the neural response of visual cortex to
quasi-rhythmic stimulation, with frequencies con-
tinuously varying within ranges of classical theta (4–
7 Hz), alpha (8–13 Hz) and beta bands (14–20 Hz);
the results indicated phase-locking to stimulation in
all three frequency ranges. This leads to a conjecture
that EEG-stimulus locking is a continuous neural
signature of processing dynamic sensory input in
early visual cortices, which serves to trace the tem-
poral evolution of visual input (whether rhythmic or
quasi–rhythmic) and is subject to attentional bias.

The present work focused on a more funda-
mental question than that of sensory entrainment
to stimuli: we asked whether neural signatures of
higher cognition could be identified based on cortical
entrainment to visual stimuli of equivalent spectro-
temporal parameters, with and without comprehens-
ible sign language. We found that neural entrain-
ment to dynamic changes in visual stimuli occurs in
both comprehension and non-comprehension con-
ditions. EEG brain responses continuously reflec-
ted quasi-rhythmic dynamics in visual stimula-
tion across different time scales for both linguistic
(interpretable/comprehensible) and reversed-video
(incomprehensible) stimuli. However, entrainment
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Figure 3. Difference in the value of the Hadamard product (calculated as the element-wise product of coherence with the average
SOS discriminant vector) from each condition plotted at each frequency.

frequencies and their topographic distribution on the
scull differ substantially between comprehension and
non-comprehension conditions, which allowed for
detection of sign language comprehension with high
fidelity in few participants. The measures of brain-
stimulus coupling increased in 0.8–1 Hz frequency
ranges when the stimulus was sign language—i.e.
was conveying information, e.g. was behaviourally
relevant.

In sign language, tracing the dynamics of
visual stimuli on different time scales may sub-
serve integration of signal on different temporal
scales, such as handshape changes at the semantic
level, non-manual markers at the syntactic level
(e.g. brow furrows that scope over interrogative sen-
tences), and pragmatic parameters, such as head
and body leans, which are interpreted at discourse
level.
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5. Conclusion

In this work, we have identified that although coher-
ence to visual stimuli with spectrotemporal paramet-
ers of sign language is driven bottom-up, sensory
stimulation in signers, the differences in coherence
at 0.8–1 Hz across neural regions appear to reflect
top-down processing based on linguistic knowledge
in signers. Together with prior work, our results sug-
gest that, although sensory cortical entrainment to
visual stimuli occurs in all conditions, higher cog-
nitive processes in signers elicit a distinct temporal
signature that allows for near-perfect classification.
Our findings suggest that while the brain entrains to
sensory visual information in sign language signal, it
is possible to detect the contribution of higher cog-
nition in EEG signal robustly and reliably. Analysis
of coherence between optical flow dynamics in the
visual signal and EEG data resulted in an average out-
of-sample classification accuracy of 98.89%, which
was far superior to the time-domain analysis of EEG
data alone. This high classification accuracy suggests
that the models based on neural response to stim-
uli, rather than neural data alone, can more accur-
ately identify the underlying features of relevant brain

states, such as instances of successful higher level cog-
nition, such as language comprehension. The work
thus demonstrates the importance of using the rela-
tionship between the external signal and frequency-
domain neural response in identifying the parameters
of neural response necessary and sufficient for robust
classification of higher-level cognition states. It also
suggests that SOS is robust to a high level of variabil-
ity across participants, and effective for classification
with appropriate data reduction.
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Figure A1. Average SOS discriminant vector values at each frequency for each region.
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Figure A2. Average coherence values for each condition plotted at each frequency for each region.
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