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This review compares how humans process action and language sequences pro-
duced by other humans. On the one hand, we identify commonalities between
action and language processing in terms of cognitive mechanisms (e.g., perceptual
segmentation, predictive processing, integration across multiple temporal scales),
neural resources (e.g., the left inferior frontal cortex), and processing algorithms
(e.g., comprehension based on changes in signal entropy). On the other hand, draw-
ing on sign language with its particularly strong motor component, we also high-
light what differentiates (both oral and signed) linguistic communication from
nonlinguistic action sequences. We propose the multiscale information transfer
framework (MSIT) as a way of integrating these insights and highlight directions
into which future empirical research inspired by the MSIT framework might fruit-
fully evolve.
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1 | INTRODUCTION

The ability to perceive and interpret signals from the environment, and to construct mental representations using those signals,
is a defining feature of human communication. Outside the domain of intentional communication, the ability to parse continu-
ous information into events, and to incorporate these events into schemas (i.e., memory templates constructed on the basis of
prior experience) is what underscores all perception, understanding, and action planning (Zacks & Tversky, 2001). Despite
striking similarities between research on information extraction in action observation and language comprehension, there has
been little research connecting the two. The bodies of literature on the analysis of signal parameters in both domains, as well
as their neural processing, have very little overlap.

One way of uniting these domains of inquiry is through the multiscale information transfer framework (MSIT), which
incorporates a continuum from the potentially informative signal (e.g., human motion, sign language communication, or the
auditory/visual signal in a known or unknown language) to its neural processing, with the goal of quantifying and predicting
how potentially interpretable information in the signal (quantitatively defined) is processed and converted into mental repre-
sentations, linguistic or nonlinguistic. The MSIT framework is the first attempt to unite cognitive neuroscience and signal pro-
cessing research on language comprehension and action observation. So far, these strands of research have largely evolved in
parallel without much interaction and cross-fertilization in spite of striking similarities in terms of interpretation and modeling
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of overlapping cognitive processes. This paper aims to account for the following questions: First, which cognitive mechanisms
(e.g., perceptual segmentation, predictive processing, integration across multiple temporal scales), neural resources (e.g., the
left inferior frontal cortex), and processing algorithms (e.g., comprehension based on changes in signal entropy) do humans
rely on to understand information from their environment? Second, how does the rate of information transfer allowed by (oral
and signed) linguistic sequences differ from that allowed by nonlinguistic action sequences?

Our review of the literature is organized to describe the separate components of the framework which is presented in
Figure 1.

The MSIT is a modality-independent framework bringing together research on action understanding and event segmenta-
tion on the one hand, and signed and spoken language processing on the other hand. The MSIT accounts for the hierarchical
structuring of information across multiple scales, and allows for the selection of mathematical modeling tools to analyze infor-
mation extraction at specific levels of spatiotemporal resolution.

We start by showing that both action and language sequences can be interpreted as exhibiting an analogous, hierarchically
scaled structure. We go on to review the literature on the segmentation of naturalistic dynamic scenes and of (signed and oral)
language, with the goal of relating the processes underlying signal parsing and meaning extraction to current understanding of
neural engagement in both processes. We then identify promising approaches to the computational modeling of a continuum
that includes the communicative signal and its neural processing, taking into account the multiscale nature of the communica-
tive signal and the system processing it—the human brain. Finally, we review recent research suggesting that the understand-
ing of both action and language sequences draws heavily on predictive processing operating across the multiscale hierarchy.

2 | HIERARCHICAL STRUCTURE IN LANGUAGE AND ACTION

A key tenet of embodied cognition is that human higher-order cognition (notably planning, reasoning, and language) is
grounded in emotional, affective, perceptual and motor experiences with the world. Within the embodied cognition frame-
work, theories of motor cognition have focused on the more specific claim that higher-order cognition exploits cognitive
mechanisms and neural circuits also used for the execution of goal-directed motor sequences. This has led to the suggestion
that language should be considered as an internalized form of goal-directed action whose execution is suppressed (Barsalou,
2008; Goldinger, Papesh, Barnhart, Hansen, & Hout, 2016; Grafton, 2009). Based on research into the relationship between
action and language, the view that both phonetic and semantic processing shares cognitive and neural resources with the sen-
sorimotor system has gained increasing acceptance (Barsalou, 2016; Fischer & Zwaan, 2008; Willems & Hagoort, 2007). For
example, comprehending the meanings of words semantically related to body parts (e.g., eat, mouth) activates brain regions
also engaged in moving these body parts(Andrews, Frank, & Vigliocco, 2014; Meteyard, Cuadrado, Bahrami, & Vigliocco,
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FIGURE 1 Model detailing the multiscale information transfer framework. The sensory signal, which unfolds linearly in time, contains parameters that are
processed at multiple scales of resolution in both language comprehension and action observation. The incoming sensory signal is segmented into chunks at
multiple scales under the top-down guidance of the processor's predictions
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2012; Pulvermüller, 2013), just like decoding sounds recruits regions responsible for the production of these sounds (Nuttall,
Kennedy-Higgins, Devlin, & Adank, 2017; Skipper, Devlin, & Lametti, 2017).

However, a question that has only recently started to receive scholarly attention is whether the boundaries of sensorimotor
involvement in language processing can be extended beyond phonetics and semantics to encompass all hierarchical levels of
language. More specifically, does the reliance on motor circuits also generalize to the processing of language syntax? A posi-
tive answer to this question would be at odds with established opinion, which has treated syntax as a qualitatively distinctive
module in the human brain (Everaert, Huybregts, Chomsky, Berwick, & Bolhuis, 2015; Moro, 2014a, 2014b; Tettamanti &
Moro, 2012), rather than a skill lying on a continuum with nonlinguistic human and animal skills. In support of this traditional
view, it has been argued that the abstract hierarchical structure of syntax is, by definition, not directly accessible to the sensori-
motor system. Moreover, motor sequences have been pointed out to lack essential features of language, such as communica-
tive function, a lexicon including open and closed-class items, as well as structures involving phrase-structure hierarchies and
recursion.

By contrast, proponents of the embodied framework have described language (including syntax) as a type of sensorimotor
skill (Chater, McCauley, & Christiansen, 2016; Pickering & Garrod, 2013; Pulvermüller, 2014; Pulvermüller & Fadiga,
2010). The present section reviews recent literature showing that the conceptual gap between action and language syntax is
easier to bridge than traditionally assumed, with action and language sequences being structured in analogous, hierarchical
terms.

Thus, while both language and goal-directed actions are realized as linear sequences, they are driven by plans exhibiting
hierarchical structure (Boeckx & Fujita, 2014; Clark, 2013; MacDonald, 2013). In this context, the notion of hierarchy refers
to a multilayered representation where each higher-order level incorporates several units from the immediately preceding
level. In both language and motor sequences, higher levels operate over a larger time windows, since they encode more
abstract and distal goals. By contrast, lower levels represent more fine-grained, proximal, and concrete execution/perception
details (Diedrichsen & Kornysheva, 2015; Garrod, Gambi, & Pickering, 2014; Grafton & Hamilton, 2007). It must be empha-
sized from the outset that this notion of hierarchy is not related to the formal linguistic notion of phrase-structure hierarchy
(Fitch & Martins, 2014; Martins, Martins, & Fitch, 2016).

2.1 | Constituency levels in motor and language hierarchies

The linguistic hierarchy is comprised of units of different levels of granularity from sounds up to discourse structures
(e.g., phone, syllables, morphemes, lexemes, phrases, sentences) (Christiansen & Chater, 2016; Clark, 2013; Garrod et al.,
2014; Kuperberg & Jaeger, 2016). The motor hierarchy encodes the velocity and trajectory of minimal action components at
its lowest level (often referred to as the “kinematic level”), and distal intentions at its highest level (e.g., to drink milk).
Intermediate-level representations include the “motor level,” which encodes patterns of muscle activity, and the immediately
superior “goal level,” which specifies sub-goals leading up the realization of the overall intention (e.g., grasp a glass, open the
fridge, grasp a milk carton, open it, etc., are sub-goals with regard to the overarching intention to drink milk) (Diedrichsen &
Kornysheva, 2015; Kilner, 2011). Each sub-goal can itself be subdivided into even more proximal sub-constituents
(e.g., extend the arm, form a power grip, grasp the glass from above or from the side, etc., to grasp a glass).

Hierarchical structure has been interpreted as a domain-general cognitive response to memory constraints and interference
effects between low-level units, which make it impossible to plan and keep online complete low-level sequences
(Christiansen & Chater, 2016; MacDonald, 2013). Hierarchical representation allows sequence producers to convert global
high-level plans into successively more detailed and specific low-level representations, with the most concrete representations
being generated immediately before production. Hierarchical structure does not only allow producers to deal with memory
and interference constraints, but also to recombine lower-level items in a flexible manner while maintaining fluency
(Christiansen & Chater, 2016). As a result, individual steps can be modified or omitted, which would not be possible if
sequences were driven by purely sequential association links (Diedrichsen & Kornysheva, 2015; MacDonald, 2013; Martins
et al., 2016). For example, in getting dressed, clothes may be put on in different (although by no means fully random) orders.
Likewise, certain sub-chunks of language sequences can be moved around. At the same time, both kinds of sequences are sub-
ject to similar constraints (e.g., agents need to extend their arm before grasping a cup, and determiners must precede the noun
in English noun phrases, cf. the dog vs. *dog the) and show similar effects of practice and repetition (cf. Box 1).

Hierarchically organized language and motor sequences draw on common neural circuits. Within these circuits, which are
generally attributed to the left perisylvian cortex, Broca's area (i.e., broadly premotor area BA 44 and BA 45) has been singled
out as a prime candidate for containing a processor critically engaged in the production and comprehension of hierarchically
structured sequences across different modalities, including language and motor sequences (Clerget, Andres, & Olivier, 2013;
Clerget, Winderickx, Fadiga, & Olivier, 2009; Fadiga, Craighero, & D'Ausilio, 2009; Fitch & Martins, 2014; Jeon, 2014; Koe-
chlin & Jubault, 2006; Pulvermüller & Fadiga, 2010; Tettamanti & Weniger, 2006). Thus, syntactic comprehension deficits
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induced by brain lesions in the left perisylvian cortex have been shown to correlate with impairments in the high-level
sequencing of certain complex actions and utterances (Fazio et al., 2009). It has been suggested that within the left inferior
frontal area, anterior parts (notably BA47/45) may participate in networks underlying the encoding of high hierarchical levels,
whereas more posterior parts (BA 44/BA6) subserve the encoding of lower-level goals (Clerget et al., 2013; Kilner, 2011).

3 | MULTISCALE INPUT PARSING

How do we, as humans, make sense of our surroundings? Although reality is continuous, humans perceive and understand it
as consisting of discrete events (Zacks, 2004; Zacks, Speer, Swallow, Braver, & Reynolds, 2007; Zacks & Tversky, 2001;
Zacks, Tversky, & Iyer, 2001). To illustrate this on a simple example, a morning family breakfast can go something like this
for a parent: cook the breakfast, serve it, invite everyone to the table, deal with the quarrel of children over who gets to use the
jar of favorite jam first, eat, make more coffee, dismiss the children, relax for a few minutes, clean up. Humans base their
understanding and interpretation of what happens around them on perceptual information that comes in the form of visual,
auditory, and other signals, as well as the hierarchical scenarios that they can imagine. The two streams of information—the
external signal and the internal predictions for the possible continuation of the signal—interact in the creation of the current
model of reality, on which to base behavior. Action and language are similar in relying on models at different levels of scaling,
as discussed in the previous section. In this section, we will focus our attention on the similarities between action and sign

BOX 1

EFFECTS OF REPETITION ACROSS DOMAINS

The processing of nonautomatized sequences in both modalities involves the selection of individual low-level units
(or “primitives”), and their combination into a linear chain (in this context, linguistic “primitives” refer to words or mor-
phemes, whereas motor “primitives” refer to “spatiotemporal patterns of coordinated muscle activity” that are stable
across different complex movements, cf. Diedrichsen & Kornysheva, 2015, p. 227) (Pastra & Aloimonos, 2012). Just
think of learning how to tie one's shoe laces, which initially involves the conscious selection of each individual sub-step
of the sequence and their effortful concatenation.

In both types of sequences, automatization through repetition results in the generation of chunks. Chunk status
results from a tightening of sequential bonds between the sub-components of a sequence. It implies the selection of the
whole chain as a single prefabricated unit, which allows for enhanced ease, fluency and accuracy in online processing
(Blumenthal-Dramé, 2012, 2016a; Diedrichsen & Kornysheva, 2015). Moreover, chunk status results in “emancipa-
tion.” This means that the mental representation for the primitives making up a chunk becomes independent from the
representation of the same items in other (i.e., nonchunked) contexts. In language, this loss of component identity leads
to well-documented effects of phonological reduction (cf. going to > gonna). Across language and motor sequences,
evidence for chunk status includes a higher probability of errors and larger time lags at the onset of chunks and between
chunks (compared to within chunks), reduced variability in the execution of the sequence, fusion of the elements of the
sequence, and a reduced duration and intensity of muscular activity (Arnold, Wing, & Rotshtein, 2017; Blumenthal-
Dramé et al., 2017; Bybee, 2003; Thompson, McColeman, Stepanova, & Blair, 2017). Chunk status does not only influ-
ence the production of sequences in different modalities; it also modulates how observers and comprehenders segment
the incoming sensory signal. For example, high-frequency chunks are both more difficult to segment and more expected
than lower-frequency sequences (Blumenthal-Dramé, 2012, 2016a, 2016b; Blumenthal-Dramé et al., 2017).

When human accumulate experience with sequences that are perceived as similar, but not identical, this leads to the
generation of a “schema.” A schema can be thought of as a memory unit which generalizes across similarities, but
abstracts away from differences between sequences of analogous structure. Schemas allow for some degree of flexibility
regarding the concrete execution of sequences, thereby allowing for transfer and adaptation to novel contexts (Braun,
Mehring, & Wolpert, 2010; Goldberg, 2016). Thus, experience in inline skating will facilitate the learning of ice-
skating, and experience with different sentences conveying a resultative meaning (e.g., He painted his house pink) will
facilitate the generation of previously unheard, but structurally and functionally analogous sentences (e.g., Sally sneezed
the napkin off the table; Goldberg, 1995, p. 6). Specific parameters of the incoming signal can trigger the extraction of
an event schema from long-term memory, and its application to interpret incoming data (Kurby & Zacks, 2008; Malaia,
Wilbur, & Weber-Fox, 2013). This process is remarkably flexible: schema transfer has been attested between action and
language (Klima et al., 1999; Strickland et al., 2015).
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language parsing that arise from domain-specific features (e.g., reliance on the visual signal), as well as the differences
between action and language parsing.

3.1 | Perceptual segmentation of the visual signal

In the realm of event segmentation, multiple studies have shown that reality is segmented into events at multiple scales simul-
taneously (Zacks, 2004; Zacks et al., 2001; Zacks, Tversky, et al., 2001). Event segmentation studies typically ask that partici-
pants watch a video with a dynamic scene and indicate (e.g., via button-press) the time-points at which they think an action is
completed; the participants do so at either fine-grained or coarse-grained boundaries. The temporal relationship between
coarse- and fine-grained boundaries reveals the hierarchical structure of fine-grained events within coarse-grained ones
(Zacks, Tversky, et al., 2001). A recurring finding is that participants are in remarkable agreement with regard to the bound-
aries of coarse and fine events, both in realistic scenarios (which could be based on top-down understanding of how one folds
laundry), and in abstract moving-object experiments (Kurby & Zacks, 2008; Speer, Zacks, & Reynolds, 2007; Zacks, Braver,
et al., 2001). In moving-object studies, participants often attribute intentions and goals to moving objects as justification for
segmentation of events at longer temporal scales. As humans do not attend to all of the information that is available through
perceptual channels, the signal features that participants attend to in moving-object experiments are of particular interest for
understanding how event segmentation proceeds. From multiple features which were experimentally tested as potentially rele-
vant for event segmentation (e.g., distance between pairs of moving objects, relative location, speed, acceleration, etc.),
changes in the speed of individual objects emerged as the feature most highly correlated with event boundary identification.
Specifically, event onsets and offsets were timed with increase and decrease of speed (or acceleration and deceleration param-
eters). At the neural level, these changes were associated with increased activity in the visual motion area MT+ area, as well
as a nearby region in the superior temporal sulcus associated with the processing of biological motion (Zacks, Swallow,
Vettel, & McAvoy, 2006). Very similar neural activations are observed in sign-naïve participants observing sign language
sentences (Malaia, Ranaweera, Wilbur, & Talavage, 2012); yet, signers observing the same stimuli show only language-
processing activation. This indicates that while all participants operate on the same perceptual information, it is only
familiarity with the language which allows low-level perception of motion differences in the signal to be transferred as
information to higher, language-based processing scales (e.g., phonology, semantics, and syntax).

The results of research on visual (sign) language and action understanding can be interpreted within the MSIT framework
in the following way: In the absence of top-down scenarios, it is the relative predictability of the signal that appears to mark
the boundaries between events. When an object picks up speed, it is difficult to say where in space the object might end up
being located at a specific point in time. When the speed of the object drops, the location of the object in time is easier to pre-
dict; the variability of predicted outcomes falls, and an event boundary is identified. However, signers process the predictabil-
ity of the signal in a different manner. For them, the phonotactic constraints of the sign language, the lexical constraints of the
lexicon, and the syntactic constraints all operate on the signal at the same time, such that motion differences are translated into
linguistic features in the visual domain (Krebs, Malaia, Wilbur, & Roehm, 2018). Thus, the relationship between the signal
and its interpretation is more complicated in sign language perception, as the interpretation takes place at more levels (lexical,
syntactic, prosodic), as compared to the perception of motion (Malaia, Borneman, & Wilbur, 2008; Malaia & Wilbur, 2012b;
Malaia, Wilbur, & Weber-Fox, 2013). This is not to say that motion in actions is interpreted at only one level of meaning. For
example, if a baby throws a rattle, a parent can identify not just the event of rattle-throwing, but also the emotion (angry, play-
ful, accidental) underlying the action. In sign language motion, emotional content can also be overlaid with information con-
tent; but the information content of motion would also be interpretable as containing several levels of meaning, such as
semantic, syntactic, and prosodic information.

3.2 | Multiscale segmentation in sign language

At conceptual linguistic levels, event segmentation is encoded by the feature of semantic telicity. Telicity is a feature of the
verb or verb phrase which identifies whether the event described has an identifiable boundary. In English, verbs like “drop” or
“accomplish” are telic; verbs that describe actions (“read”) or states (“sleep”) are atelic. In sign languages, the semantics of
verb phrases related to the telicity structure of the described event is traceable to the motion of hand articulators. Motion
capture studies (Malaia & Wilbur, 2012a; Malaia, Wilbur, & Milkovic, 2013) of two unrelated sign languages—American
Sign Language (ASL) and Croatian Sign Language (HZJ) have indicated that in both languages, velocity and acceleration of
the dominant hand motion during the production of the verb sign was related to linguistic telicity, that is, allowed to identify
events as segmentable or ongoing. However, articulator motion in both languages was also subject to influence by other
components of the linguistic system.
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In motion capture investigations of ASL and HZJ, participants were asked to produce sentences in which the verbs of
interest (targets) were located either in the middle of sentences, or at their end (either placement is allowed by the syntactic
rules of both languages). Analysis of 3D displacement of the signers' wrists during verb articulation indicated that motion was
slower when verbs were signed at the end of sentences. This phenomenon is known in linguistic research as Phrase Final
Lengthening—a prosodic process that has been identified across signed and spoken languages. Thus, the physical features of
the motion signal were not only influenced by verb semantics, but also by sentential prosody.

In addition to this, verbal telicity marked by articulator deceleration was shown to be differently situated within the lin-
guistic system of each sign language (Malaia, Wilbur, & Milkovic, 2013), such that different levels of the linguistic system
interact in processing telicity, even though it is marked in the same way: by visual velocity of dominant hand motion. In ASL,
motion deceleration in the verb to mark telicity or to communicate an event boundary is a semantic feature: It is usually not
possible to modify motion in atelic verbs to impart a meaning of event boundary to the verb phrase. By contrast, in HZJ, the
acceleration of the dominant (and sometimes nondominant) hand is part of the morphological system: Most verb signs can be
modified to indicate an event boundary.1

To summarize, in the case of sign languages, differences in the relative speed of motion in the visual signal are processed
at multiple levels: phonological (as syllable structure differences) (Malaia, Ranaweera, et al., 2012), semantic (as event struc-
ture), syntactic (as affecting the patient of the event or not) (Malaia, Wilbur, & Di Sciullo, 2012), and prosodic (as the motion
of the verb is affected by its location in the sentence and is subject to phrase-final lengthening) (Malaia & Wilbur, 2012b).

These differences in the relationships between motion parameters in signed events and various components of the linguis-
tic system in different sign languages highlight one important feature of signal processing for comprehension: the temporally
linear signal carries information that is segmentable simultaneously at different scales, and is meaningful for different compo-
nents of the linguistic system. As ASL is a predominantly monosyllabic language (Wilbur, 2009), it most directly demon-
strates the similarities between visual event segmentation and linguistic event segmentation, which concurrently engages
multiple levels of linguistic processing: phonological, semantic, and syntactic. Yet, although the visual nature of the signal
unites action and sign language information (Malaia & Wilbur, 2018), the multilevel nature of linguistic processing is equiva-
lent between speech and sign language.

3.3 | Multiscale segmentation in spoken language

In spoken languages, telicity—as a proxy for event segmentation above the perceptual level—also manifests at, and inter-
acts with, multiple levels of the linguistic hierarchy. Thus, event structure can be marked at phonological, semantic, mor-
phological, and syntactic levels. For example, in Japanese, telic verbs are marked by nonlow vowels (Fujimori & Di
Sciullo, 2012). Slavic languages use morphology to convey the temporal structure of event segmentation, such that aspect
and telicity in Slavic languages often appear fused, with verbs denoting telic events also marked as lexically perfective, and
verbs denoting atelic ones—imperfective (Malaia, 2004; Milkovic & Malaia, 2010). Indonesian utilizes a similar morpho-
logical method of telicity marking, employing constructions with the suffix -kan (Son & Cole, 2008). Telicity can also be
construed at higher levels: not just the lexical verb, but the entire verb phrase can be responsible for denoting event struc-
ture. In English and other Germanic languages, the sentence “I ate the fish” denotes a single, telic event, while “I ate fish”
(without argument quantification of the direct object) does not. Another grammatical means to denote telicity is the differen-
tiated use of auxiliary verbs in suppletive forms (e.g., in German, the use of haben (have) vs. sein (be) can differentiate telic
from atelic events in complex tense forms). However, even when event structure marking can be identified as belonging to
a specific level of the language system, online processing and neuroimaging studies clearly indicate that event structure
affects multiple processing systems simultaneously. Online processing studies in English and German have indicated that
event structure appears to interact with processing costs for both semantic and syntactic parameters of the sentence
(Malaia & Newman, 2015a, 2015b; Malaia, Wilbur, & Weber-Fox, 2009, 2012, 2013; Philipp, Graf, Kretzschmar, & Pri-
mus, 2017). For example, in German, event structure was shown to interact with the animacy of sentence subjects (telicity
was marked by a combination of adverbial, case, and auxiliary verb, respectively, e.g., hat [has] über [above] dem [the:
DAT] Fluss [river] geschwebt [floated] “has floated above the river” vs. ist [is] auf [on] den [the:AKK] Acker [field]
geschwebt [floated] “has floated to the field”) (Philipp et al., 2017).

The pattern of cross-scale integration between different components of the linguistic system, as described by the MSIT
framework, is also observable in neuroimaging research of spoken and signed languages. It is well-documented that when par-
ticipants are given a purely semantic task, yet presented with stimuli that differ in event structure, syntactic processing takes
place (Malaia et al., 2009; Malaia & Newman, 2015a, 2015b; Malaia, Wilbur, & Weber-Fox, 2012). For example, a compari-
son of functional magnetic resonance imaging (fMRI) data on the processing of telic and atelic verbs in Italian with a verb-
matching task showed that participants had increased activity in left posterior middle temporal gyrus, the brain area typically
involved in the processing of argument structure (Romagno, Rota, Ricciardi, & Pietrini, 2012). The authors suggest that event
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structure differences between the two classes of stimuli triggered processing of conceptual information relevant to morphosyn-
tax. In other words, conceptual events were processed at multiple scales of linguistic analysis (here, semantics and morphosyn-
tax) simultaneously.

A similar question was investigated by a neuroimaging study of English sentences with telic and atelic verbs in relative
clauses (Malaia, Wilbur, & Weber-Fox, 2013). The study orthogonally manipulated verbal telicity in relative clauses and ani-
macy of the first argument.2 The combination of inanimate subject and reduced relative clause yielded a garden-path effect.
Differences in neural activation due to the interaction of telicity and animacy during sentence processing were observed in BA
47, an area also known to support syntactic computation and working memory (Ranganath, Johnson, & D'Esposito, 2003),
and the posterior cingulate/precuneus (PCC). The role of PCC in episodic memory retrieval has been supported by a variety of
analyses, including lesion studies (Rudge & Warrington, 1991; Valenstein et al., 1987), neuroimaging research (Maddock,
Garrett, & Buonocore, 2001; Shannon & Buckner, 2004; Wagner, Shannon, Kahn, & Buckner, 2005), and meta-analyses
(Leech & Sharp, 2014; Malaia & Wilbur, 2018; Nielsen, Balslev, & Hansen, 2005). Activation of PCC has also been observed
at event boundaries in both neuroimaging studies on perceptual event segmentation (Speer et al., 2007; Speer, Swallow, &
Zacks, 2003; Zacks, Braver, et al., 2001), and neurolinguistic investigations of event structure (Malaia & Newman, 2015a,
2015b; Malaia, Ranaweera, et al., 2012; Malaia, Wilbur, & Weber-Fox, 2013). All of these studies searched for the neural
mechanisms underlying the cognitive process of segmentation (based either on visual or linguistic input). The overlap in neu-
ral activations observed across a battery of studies ties in with the hypothesis that the same neural algorithms underlie segmen-
tation across modalities.3 For linguistic studies in particular, the neuroimaging evidence combining engagement of BA 47 and
PCC suggests that telic verbs facilitate sentence comprehension via the activation of event schemas in episodic memory, and
by priming syntactic structures for bounded events. This is compatible with the view that linguistic comprehension relies on
the integration of syntactic and event knowledge in a distributed network including language-processing as well as working
and episodic (long term) memory regions. This research fits well with the proposed MSIT framework, as it underscores multi-
scale processing in both language and action processing.

A neuroimaging study of ASL processing provided a conceptual replication of these results, highlighting the similarities
of visual action processing in signers and nonsigners, as well as differences due to linguistic processing of the signal by sign-
ers only. All participants in the study were presented with video clips of ASL verbs which differed in both the velocity of
motion and the event structure of the stimuli: Telic verbs had a quantifiably different deceleration pattern at the end of the sign
(Malaia et al., 2008; Malaia, Ranaweera, et al., 2012). In hearing nonsigners, the differences in velocity between verb types
elicited increased bilateral activation in the fusiform gyrus, as well as right-hemisphere activation in superior temporal gyrus
(STG) and superior parietal lobe. These results suggest that while nonsigners were able to perceive differences in motion fea-
tures, those differences were too subtle to elicit event schema processing in long-term memory; instead, they were processed
purely as spatial differences in motion. ASL signers, on the other hand, processed those differences as purely linguistic: specif-
ically, as related to the syllabic structure of the verbs. As ASL is a predominantly monosyllabic language, differences in veloc-
ity of articulator motion are equivalent to differences in the coda of a spoken language syllable (cf. map—man). In spoken
languages, syllable timing is critically dependent on cerebellar activation (Elliott & Theunissen, 2009; Llanos, Alexander,
Stilp, & Kluender, 2017; Stilp & Kluender, 2010). In an ASL neuroimaging study, telic signs elicited activation of a network
including the cerebellum, as well as right STG and precuneus (PCC), which, as discussed earlier, are involved in the proces-
sing of event schemas. Activation of right STG in signers and nonsigners is also likely indicative of processing differences, as
the right hemisphere in signers is routinely involved in the processing of spatial parameters of sign language, to the extent that
even resting-state networks in signers show strong right lateralization (Malaia, Talavage, & Wilbur, 2014). Since a significant
amount of linguistic processing for sign languages occurs in the right hemisphere, right-hemispheric lateralization is not sur-
prising: Right STG activation in sign language processing is typically associated with the creation of abstract phonological
representations based on spatiotemporal properties of the signal.

The findings discussed in this section converge on the understanding that both the parsing of linguistic and nonlinguistic
signals and the comprehension of action and language engage a common set of neural networks and rely on similar physical
features in the signal. The differences between action and language processing lie in the granularity of scale-dependent proces-
sing. Yet, both action and language signals give rise to multiscale processing. The MSIT framework captures this insight from
perceptual, processing, and neuroimaging studies, and describes plausible interactions between the external signal, and the
multilevel processing of the signal that gives rise to event segmentation or language comprehension.

4 | INFORMATION TRANSFER MEASURES IN COMMUNICATION

Recent methodological and conceptual advances have led to a fundamental reappraisal of how to model the interaction
between parameters of the incoming signal, and both the perceptual and cognitive processing of it. Measuring the potential
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information contained in the signal using the tools of information theory was one such breakthrough. The mathematical con-
struct of information is easily conceptualized in terms of entropy or variability of the signal over time. For example, if we
think of a series of numbers such as [1 0 1 1 0 1 0 1 …], and ask what the likelihood of the next number is, there are only two
choices: 1 and 0. The amount of information in the next number in these series is fairly small, since the variability is small. If
we use a wider range of numbers, for example, [5 3 0 7 3 2 5 7 8 2 …], the probability of encountering a specific one next
drops to 10%. The amount of information transferred per unit of time is, then, defined by the potential variability in the signal
over time. In other words, information in the signal is inversely related to the predictability of the signal. Consider a series
such as [101 1 11 01 110100 101 …]. Here, the information is conveyed by the numbers, as well as their groupings (groupings
constitute a new, hierarchically higher scale, which can be assessed for entropy separately from the raw number sequence).

How can the concept of entropy as an information transfer metric applicable within and across scales be applied to lan-
guage and speech? In the domain of spoken language, several lines of research converge in identifying temporal changes in
the entropy of the speech signal as the basis for information extraction at multiple levels, from linguistic intelligibility to infor-
mation about accent or speaker gender (Elliott & Theunissen, 2009; Llanos et al., 2017; Stilp, Kiefte, Alexander, & Kluender,
2010; Stilp & Kluender, 2010, 2016; Stilp, Rogers, & Kluender, 2010).

Perceptually, the ability to identify, hierarchically structure, and remember entropy-rich portions of the signal appears to
be transferable between action and linguistic domains. The phenomenon of competence transfer from language to action per-
ception has been demonstrated by experiments that compared signers' and nonsigners' perception of dynamic point-light
motion (Klima et al., 1999). In a series of studies, participants were asked to view dynamic point-light tracing of pseudo-hiero-
glyphics, and to draw them as closely to the stimuli as possible. The signers outperformed the nonsigners in the reproduction
of the stimuli. In particular, the signers made a crucial distinction between strokes and transitions in the point-light display.
Subtle differences between strokes and transitions, or, in other words, changes in signal entropy, were apparent to the signers.
Thus, although the stimuli were not linguistically informative for any of the participants; the signing participants were able to
extrapolate their linguistic experience with the perceptual segmentation of a signal rapidly varying in visual entropy to a non-
linguistic task that focused on action segmentation and structuring.

The ability to process signal changes is also transferable from action observation to language. For example, sign-language
naïve participants who view videos of telic and atelic sign language verbs (which differ in motion signatures), perform remark-
ably well in correlating event structure between visual and linguistic domains (Strickland et al., 2015).

The observations of perceptual competence transferability between action observation and language fit well with the
understanding of multiscale entropy-based processing of input, as formulated within MSIT framework. While event segmenta-
tion and sign language parsing appear to use the motion deceleration/acceleration features for parsing the signal, these features
are, in essence, markers of entropy in the visual signal. For those with shared linguistic background (sign or speech lexicon
and syntax), the syllables are perceptual events that feed into the neurolinguistic processing chain that results in comprehen-
sion, whereas for those without appropriate experience, the process ends at the detection of change differences. Understanding
the neural algorithms that underlie multiscale information extraction, and developing approaches to measuring comprehension
as the use of potential information to construct mental representations, linguistic or otherwise, is the next frontier in neurocog-
nitive research (Malaia, 2017).

The quantitative difference between action and the signal produced with communicative intent (i.e., language, either spo-
ken or signed) is that the linguistic signal contains more information (defined in terms of entropy) across multiple timescales
(Malaia, Borneman, & Wilbur, 2016; Singh & Theunissen, 2003). The most recent contribution to the existing evidence on
this distinction comes from entropy measures in the visual domain (Borneman, Malaia, & Wilbur, 2018; Bosworth, Bartlett, &
Dobkins, 2006; Malaia et al., 2016; Malaia, Borneman, & Wilbur, 2017). A quantitative comparison between the action and
sign language signal can be formulated in terms of the amount of motion information in the visual signal, as measured, for
example, by optical flow. The optical flow metric describes the change in pixel positions between the two video frames. This
method allows to track the motion of all components of the video recording, resulting in an equivalent of a spectrogram for
the visual signal (Figure 2a,b). The motion-spectrogram comparison of speech and sign clearly demonstrates that the visual
signal in sign language is more variable across time, as well as across frequency bands (i.e., scales). The combination of
entropy differences across multiple scales can be mathematically captured by using fractal dimension—an index of signal
complexity in the frequency domain that estimates how the variability of the signal changes with the scale at which it is mea-
sured. Fractal complexity is a composite measure of entropy across multiple scales. For sign languages, it is higher than for
human everyday motion (Figure 2c).

Considering the communicative pressures that shape languages, these results are not surprising. ASL, as any other lan-
guage, is highly efficient in transferring information in time; there is less to comprehend in action than in language, despite
the fact that they are in the same modality. ASL is known to operate on multiple timescales using hands, face, head, and pos-
ture as linguistic articulators across different temporal scales (Malaia et al., 2017). For example, the eyebrow furrow scopes
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over the interrogative clause, regardless of how many hand signs are in it; the syntactic structure is put together at a different
temporal scale than the lexical word.

So far, this section has focused on global information-theoretic measures of the potential informativity of the (linguistic or
nonlinguistic) perceptual signal within and across temporal scales. Other information-theoretic measures make it possible to
quantify the local informativity of individual signal units within a particular linguistic level of analysis (phonology, morphol-
ogy, lexicon, syntax, …). For example, informativity at the morphological, semantic or syntactic levels has been quantified in
terms of information-theoretic concepts like surprisal and entropy reduction. Both metrics can be computed based on corpora4

and quantify the information load of an incoming stimulus in terms of how strongly it modifies the processor's current model
of the world (Frank, 2013; Frank, Otten, Galli, & Vigliocco, 2015; Hale, 2016; Linzen & Jaeger, 2015).

For illustration, let us consider an artificial language. This language has a verb, VERB1, which can only be followed by two
different objects, OBJECT1 and OBJECT2 (cf. Figure 3a). The same language has another verb, VERB2, which can appear with nine
different objects (OBJECT1 through OBJECT9, cf. Figure 3b). In language use, VERB1 is followed by OBJECT1 in 20% of its occur-
rences, and by OBJECT2 in the remaining 80% of occurrences. VERB2 is followed by OBJECT1 in 20% of occurrences, but each of
the eight remaining options occurs in 10% of cases.

Surprisal (not to be confused with the notion of “surprise”), is essentially a syntagmatic measure: It derives from, and is
inversely related to, the forward transitional probability (TP) from one unit (e.g., the verb) to the next (e.g., the object) in the
linear sequence of the unfolding linguistic signal. In the artificial language at hand, OBJECT1 has the same surprisal value after
VERB1 and VERB2, since the relevant TPs are identical: p(VERB1 + OBJECT1) = 0.20 and p(VERB2 + OBJECT1) = 0.20. On this
metric, both instances of OBJECT1 should therefore elicit the same cognitive load. By contrast, OBJECT2 features different sur-
prisal values after VERB1 and VERB2, since TPs are different: p(VERB1 + OBJECT2) = 0.80, whereas p(VERB2 + OBJECT2) = 0.10.
This suggests that OBJECT2 should trigger lower cognitive load after VERB1 than VERB2. However, the surprisal metric does not
capture one essential fact: After VERB1, OBJECT1 is the paradigmatically dispreferred option, since its only attested competitor,
OBJECT2, is four times more frequent. By contrast, after VERB2, OBJECT1 is the paradigmatically preferred option, since it is more
likely than any other competitor. Surprisal can thus be said to be agnostic to paradigmatic competition between items that can
fill the same slot.
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(a) Binned optical flow diagram (visual spectrogram of motion) in a 45-s
segment of American Sign Language narrative.
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FIGURE 2 ASL and action: comparative variability optical flow spectrograms (a and b) and power law model of the signal across frequencies (c), indicative
of information transfer capacity at the observed scale, which is higher for sign language, as compared to action
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Entropy reduction is different from surprisal in that it quantifies the extent to which an incoming stimulus reduces prior
paradigmatic uncertainty (i.e., entropy) between competing options. In the artificial language under consideration, paradig-
matic uncertainty as to the upcoming unit is higher at VERB2 than VERB1, since VERB2 is associated with more potential object
continuations and a more balanced probability distribution between these continuations. As a result, any OBJECT after VERB2
will be more uncertainty-reducing (and thus more informative) than any OBJECT after VERB1. However, entropy reduction does
not consider the syntagmatic likelihood of individual continuations.

Surprisal and entropy reduction have both been shown to be good predictors of processing cost across different levels of
language description, from morphology via the levels of lexical combinatorics up to syntax (Blumenthal-Dramé, 2016b;
Blumenthal-Dramé et al., 2017; McConnell & Blumenthal-Dramé, 2018).

A separate family of information-theory-based metrics for action and language include those derived from power laws. In
mathematical terms, a power law is a relationship between two parameters of the system (e.g., the number of different lexical
items in a language, and the relative frequency of their use), such that a relative change in one quantity results in a propor-
tional relative change in the other quantity. The example of the relationship between a lexical item's ranking on the frequency
list and its usage frequency was first formulated as Zipf's law, but the application of the analysis to corpora diachronically and
cross-linguistically made it clear that the specific parameters of power-law-based models (such as the fractal complexity
parameter, β) reflect not just the properties of the linguistic system at the lexical level, but can be used to track relative changes
in syntax from synthetic (high use of morphological modification on lexical items) to analytic (reliance on function words), or
to compare the amount of information from various sources in visual communication (Malaia et al., 2016, 2017).

5 | MULTISCALE PREDICTIVE PROCESSING ACROSS DOMAINS

Across all scales of the hierarchy, the comprehension of action and language sequences draws on brain circuits, cognitive rep-
resentations and controller–predictor modules that strongly overlap with those used for production (Chater et al., 2016; Fris-
ton, Mattout, & Kilner, 2011; Pickering & Garrod, 2013; de Wit & Buxbaum, 2017; Wolpert, Doya, & Kawato, 2003). The
MSIT framework therefore encompasses representations underlying both comprehension and production processes. Consistent
with this claim, recent language and action processing studies have revealed extensive neural activation overlap between the
production and comprehension processes within each domain, respectively (Grafton, 2009; Silbert, Honey, Simony, Poep-
pel, & Hasson, 2014). Furthermore, comprehension studies have provided evidence in support of a cortical processing
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FIGURE 3 Schematic representation illustrating the fact that identical probabilities of syntagmatic co-occurrence (e.g., p(VERB1 + OBJECT1) = 0.20 and p
(VERB2 + OBJECT1) = 0.20) need not amount to equal expectedness, since paradigmatic competition between different options (here: objects) will also play a
role. Thus, OBJECT1 is the paradigmatically dispreferred competitor after VERB1, while it is the preferred option after VERB2
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hierarchy that is consistent with the functional scales of the MSIT framework (Grafton, 2009; de Heer, Huth, Griffiths, Gal-
lant, & Theunissen, 2017; Yeshurun, Nguyen, & Hasson, 2017).

One key ingredient to the online comprehension of both types of sequences is predictive processing (Huang & Rao, 2011;
Lupyan & Clark, 2015; Pickering & Garrod, 2013). Predictive processing in its technical sense can either be sequential (and
thus future-directed, e.g., what are likely upcoming units), or top-down (where higher-level schemas and contextual informa-
tion modulate the interpretation of incoming sensory input). The function of prediction is to restrict interpretation effort for
ambiguous input, to support the understanding of noisy input (e.g., unfamiliar accents), to facilitate the integration of incom-
ing information, and to enhance turn-taking and coordination (Huettig, 2015).

Predictions involved in the understanding of familiar, goal-directions actions have been shown to modulate low-level pro-
cessing, mainly based on studies demonstrating that greater experience with some motor sequence correlates with enhanced
prediction capacity and low-level motor excitability while observing it. Thus, professional basketball players are better at pre-
dicting the success of basket shots than sports journalists or coaches. Moreover, they show enhanced motor excitability in the
predictive observation of basket shots relative to the observation of soccer kicks (Aglioti, Cesari, Romani, & Urgesi, 2008;
Costantini, Ambrosini, Cardellicchio, & Sinigaglia, 2014; Elsner, D'Ausilio, Gredebäck, Falck-Ytter, & Fadiga, 2013). In a
similar vein, it is widely acknowledged that predictions play a role at all levels of language understanding (Kuperberg & Jae-
ger, 2016). At the morphological level, a masked visual priming experiment found that lexical decision times to complex
words (e.g., tearless, worthless) correlate with surprisal for the suffix (−less), given the base (tear, worth) (Blumenthal-Dramé
et al., 2017). In this experiment, native speakers of English had to decide, as quickly and accurately as possible, whether a
string of letters was a possible word of English, after brief (60 ms) exposure to the first morpheme of the word (e.g., worth—
WORTHLESS, ticket—TICKETMENT). This experiment also demonstrated that more surprising base-suffix combinations
(e.g., soft + ish) yield stronger BOLD activation than less surprising ones (e.g., doubt + ful) in regions attributed to language
(Bozic, Marslen-Wilson, Stamatakis, Davis, & Tyler, 2007) or general task performance difficulty (Fedorenko, Duncan, &
Kanwisher, 2013) (notably bilateral inferior frontal gyri) and to attention process or response conflict (Aarts, Roelofs, & van
Turennout, 2009) (superior frontal gyrus, extending into the bilateral medial frontal and cingulate gyri) (cf. Figure 4).

In a reading self-paced reading study, readers were shown to exploit the verb to predict whether a currently incoming
sequence will turn out to be a prepositional object construction (Emma sent John to the doctor) or a double object construction
(Emma sent John a book). Remarkably, syntactic entropy reduction was predictive of reading times for structure-
disambiguating words (i.e., a), whereas surprisal did not have any predictive power (Blumenthal-Dramé, 2018).

While these results are in contrast with those of a range of neurolinguistic and behavioral studies which identified surprisal
as a good predictor of lexical unexpectedness (Frank et al., 2015; Smith & Levy, 2013), the differences in findings suggest
that higher-level (structural) predictions might depend on more complex and wider-scope metrics than lower-level (lexical)
predictions. Within the MSIT framework, the differences among the results of experiments which entail the use of different,
yet interdependent scales of linguistic processing (perceptual-syllabic, morphological, lexico-semantic, syntactic, pragmatic)
can be straightforwardly accommodated, and appropriate information theory metrics selected for predicting participant behav-
ior based on the properties of the linguistic system.

Parallel findings from action research also suggest cumulative effects of scale on the processing of visual scenes. A neuro-
imaging study of the fine- and coarse-grained processing of video clips (Zacks, Braver, et al., 2001) showed that the timeline
of activation for neural regions attributed to the processing of event boundaries precedes the actual event boundary. This
anticipatory activation was observed as early as 5 s before the event boundary in a passive viewing condition, and 15 s prior
to it in an active segmentation task condition; the activation for fine-grained boundaries was weaker as compared to coarse-
grained ones. The MSIT framework captures that the processing of fine- and coarse-grained boundaries is contingent on each
other in top-down and bottom-up processing. It can also accommodate the fact that the entropy flow from lower levels (fine-
grained actions, which are lower on the temporal scale) results in a cumulative effect, such that different levels of probability
need to be taken into account in the segmentation of coarse-grained events. The higher processing load resulting from multile-
vel predictive processing at the longer temporal scales for coarse-grained events are then associated with increased metabolic
load on the neural regions attributed to predictive processing, as observed in fMRI data.

5.1 | Cues for predictive processing across scales

Action observers and language predictors exploit cues across all scales of the hierarchy (Figure 1) to make predictions. Thus,
action observers rely on subtle kinematic information corresponding to the bottom layer of the hierarchy to infer proximal and
distal action goals (e.g., the preshaping of the hand can indicate the size of a to-be-grasped target object) (Donnarumma,
Dindo, & Pezzulo, 2017). Likewise, language comprehenders draw on fine-grained information, such as anticipatory coarticu-
lation (i.e., the articulatory effect of upcoming sounds on a given sound), but also on morphological and prosodic cues, to
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predict upcoming low- and high-level information in spoken and signed languages alike (Henry, Jackson, & Dimidio, 2017;
McDonald et al., 2016; McMurray & Jongman, 2016).

At the same time, action observers and language comprehenders also draw on high-level contextual knowledge, which
top-down modulates the interpretation of incoming signals at low levels. For example, contextual cues to others' intentions
have been shown to modulate corticospinal excitability (which reflects low-level processing at the sensorimotor level) in
observers of action sequences, with congruent contexts facilitating and incongruent contexts inhibiting excitability (Amoruso,
Finisguerra, & Urgesi, 2016). In language, high-level knowledge such as sentential context can also modulate lower levels,
for example, the identification of phonetically ambiguous lexical items. Thus, after a noun-biasing sentence onset such as Val-
erie hated the…, comprehenders will interpret a word whose first phoneme is ambiguous between b and p as a noun (e.g., pie)
rather than a verb (e.g., buy) (Fox & Blumstein, 2016). In a similar vein, knowledge about the talker can affect the perception
of speech sounds (McMurray & Jongman, 2016).

A further cue to prediction is statistical knowledge extracted from prior experience. Humans are known to be very profi-
cient at extracting and storing statistical regularities from their motor and linguistic environment, and at exploiting mental
schemas representing these regularities to make predictions as to upcoming material (Blumenthal-Dramé, 2016b). Thus, a
study on predictive gaze fixations showed that after passive observation, toddlers as young as 8–11 months were able to pre-
dict upcoming actions based on statistical relationships extracted from the input, at least when the observed action sequences
led up to salient sensory changes (Monroy et al., 2017). Likewise, toddlers of the same age are readily able to extract statistical
regularities from spoken syllable sequences after only 2 min of passive exposure (Aslin, 2017).

The human sensitivity to statistical relationships in the input also shows up in experiments where humans are exposed to
sequences that violate statistical expectations. Such sequences have been shown to elicit different kinds of surprise responses
in the brain. In both action and language understanding, the semantic or conceptual unexpectedness of an incoming stimulus
has been shown to correlate with the N400 ERP response in electroencephalography (EEG) (Kaduk et al., 2016). This has
been demonstrated, for example, for unexpected conclusions of familiar action sequences (e.g., bringing a pretzel to one's ear
vs. to one's mouth) and for semantically incongruous final words of sentences [hearing the word captains rather than dollars
at the offset of the sentence It was a pleasant surprise to find that the car repair bill was only seventeen…] (Michel, Kaduk,
Ní Choisdealbha, & Reid, 2017; Van Petten & Luka, 2012). Interestingly, 9 months old infants' N400 to unexpected action
sequences correlates with their language comprehension abilities at 9 months and their language production abilities at
18 months, suggesting that language and action comprehension are tightly coupled.
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FIGURE 4 fMRI scans showing frontal regions where more surprising base-suffix combinations (e.g., tear + less) elicit stronger activation than less
surprising ones (e.g., worth + less) in masked visual priming (e.g., tear—TEARLESS vs. worth—WORTHLESS). The positive parametric correlation
between BOLD signal and surprisal is projected on sections of the canonical montreal neurological institute (MNI) single-subject template, rendered at a peak-
level threshold of p < 0.001 (uncorr.). Color bars indicate the range of the relevant voxel-level t-values. The crosshairs locate the origin of the voxel of
greatest t-statistic in a cluster of the right inferior frontal gyrus (pars opercularis)
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In both types of sequences, expectation violations have been claimed to drive efficient online adaptation and learning. In
the hierarchical coding framework, each violation of top-down predictions by incoming sensory input results in an error signal
which is passed on from lower to higher hierarchy levels and leads to a small update of prior expectations to reduce prediction
errors on future input (Christiansen & Chater, 2016).

For example, observers' default expectations about other agents' intentions can be altered through repeated exposure to
movies where goals are achieved using biomechanically suboptimal (and thus unexpected) action kinematics. Overt action
predictions and mean corticospinal excitability show that observers update their expectations to match them with the input
bias. In particular, biased observers show reduced corticospinal activity (and thus reduced motor resonance) compared to
observers who have been exposed to a larger number of expectation-congruent movies (Jacquet et al., 2016). Likewise, in
language processing, repeated exposure to a priori unexpected syntactic structures triggers expectation adaptation, such that
structures that are dispreferred at the beginning of a reading experiment can come to be preferred by its end and vice versa
(Fine, Jaeger, Farmer, & Qian, 2013).

Finally, online understanding in both domains has been claimed to follow a “chunk-and-pass procedure” (Christiansen &
Chater, 2016). More specifically, this means that as the incoming stream is rapidly segmented into chunks, these chunks are
immediately recoded into increasingly abstract units covering successively larger temporal windows, thereby recreating the
originally intended hierarchical structure of the language producer/action executor. Thus, in speech comprehension, sequences
of phonemes will be grouped and shifted to the syllable level, sequences of syllables will be grouped and shifted to the mor-
pheme level, sequences of morphemes will be grouped and shifted to the lexical level, etc., across all levels of linguistic repre-
sentation. The same process is supposed to shift motor action information from kinematic up to the intention level
(Donnarumma, Maisto, & Pezzulo, 2016; Grafton, 2009). The chunk-and-pass procedure is thought to reduce interference
effects between items within low hierarchical levels, and to relieve short-term memory via data compression into less taxing
formats. The immediate passing on to higher hierarchical levels can also feed into predictive coding.

This section has reviewed evidence showing that the online comprehension of action and language involves prediction
(with predictions relying on analogous cues), and the interaction between different hierarchical levels. In both domains, top-
down knowledge guides and contributes to decoding lower-level information. Moreover, expectation violations elicit similar
brain responses and contribute to online adaptation and learning in a similar fashion.

6 | CONCLUSION

The MSIT framework provides a continuum within which the low- and high-level processing of the signal (visual or auditory)
can be interpreted across different domains, from event observation to language comprehension. The key tenets of the frame-
work are:

1. Both action observation and language perception rely on hierarchical multiscale processing for sense-making.
2. Event observation and language comprehension recruit similar processing algorithms and allow for competence transfer

across domains.
3. Potential information contained in the signal can be quantified both locally (i.e., How potentially informative are individ-

ual units of the incoming sensory stream?) and globally (i.e., How much information can potentially be extracted from the
whole processing stream?) within and across hierarchical scales. Information content of the signal determines engagement
of neural processing algorithms in communication across modalities.

The framework gives rise to hypotheses across multiple domains of language study. The predictive power of the MSIT
framework can be tested across multiple domains of inquiry, including neurolinguistics, historical linguistics, corpus analysis,
language acquisition research, and speech and hearing sciences. Here are a few examples of potential applications of the
framework:

• Use of quantitative modeling of information transfer to predict the timelines of language acquisition and learning. The
asynchronous acquisition of different analytical levels of language can be modeled in the frequency domain with regard to
the complexity of transferred information (Williams et al., 2015).

• Achieving a more fine-grained and systematic understanding of how informativity (as quantified in terms of information-
theoretic metrics) at different scales interacts. For example, is there a principled trade-off between scales such that (spoken
or signed) languages exhibiting relatively low entropy at low hierarchical scales (e.g., morphology) exhibit higher entropy
at some higher scale (e.g., syntax) and vice versa? Does the relative informativity of different scales vary as a function of
language change (Bentz, Kiela, Hill, & Buttery, 2014; Chand, Kapper, Mondal, Sur, & Parshad, 2017)?
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• Determining which of the abovementioned information transfer metrics is best-suited to predict behavior and online pro-
cessing of language, and whether the predictivity of metrics depends on the scale and language under consideration.

• Exploring the extent to which information extraction from signal streams in different modalities critically relies on the
same brain circuits. This could, for example, be achieved via transcranial magnetic stimulation (TMS) studies exploring
whether disrupting information extraction at a given hierarchical scale has analogous processing effects across different
modalities (e.g., the processing of motor event schemas vs. linguistic schemas).

• Investigating the relationship between the cognitive capabilities put to use in information processing (e.g., segmentation
and hierarchical structuring) and other cognitive processes. Such investigations can take various forms. For example, event
segmentation appears to interfere with attention regulation: people are less accurate at detecting probes in a video of ongo-
ing activity at event boundaries than at nonboundaries (Huff, Papenmeier, & Zacks, 2012), suggesting that event bound-
aries modulate attention even when irrelevant to the task. Likewise, multiple components of executive processing,
including attentional regulation as well as the maintenance and manipulation of event representations, have been identified
as important to the ability to apply event schemas (Malaia et al., 2009; Malaia & Newman, 2015a, 2015b; Mc Elree, 2006;
Nee & Jonides, 2013). It is possible that executive skills predict both event memory and sensitivity to hierarchical and seg-
mental event structures; this suggestion is readily transferable to language as well (Aslin, 2017; Fox & Blumstein, 2016;
Monroy et al., 2017). In MSIT framework terms, the flexibility of attentional deployment to information-rich portions of
the activity stream appears to undergird effective event identification and the hierarchical organization of event-based
models in memory. The interaction of executive processes with signal entropy, as well as action recognition and language
networks, requires further investigation using quantitative approaches, such as those laid out within the MSIT framework.

MSIT is a unifying framework for formulating interdisciplinary research that aims at an integrated understanding of human
information processing across analytical levels and modalities. It generalizes across research findings from action understand-
ing, sign language processing, and spoken language comprehension work, and encourages the development of quantitative,
predictive models of information transfer in a unified domain of perception, action, and cognition.
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ENDNOTES
1As is typical of language systems, the rule does not spread to all verbs in the language—a phenomenon comparable to the
production of regular and irregular verbs in English.
2The witness protected by the agent was in danger (animate, atelic) versus The mansion seized by… (inanimate, telic) versus
The witness seized by… (animate, telic) versus The mansion protected by… (inanimate, atelic).
3We do not suggest that such inferences could be made based solely on overlapping findings as to regions of neural activity;
this would constitute reverse inference. However, the experimental designs of the original studies isolated the same cognitive
process in the domains of language and action, which improves confidence in the validity of the inference by increasing the
prior probability of the cognitive process in question taking place (Poldrack, 2006).
4Large electronic database consisting of text samples (written, or transcribed signed or spoken).
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